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Peptide ligands are known to often bind in an extended conformation to maximize the con-
tact surface with the receptor. The complementarity of shape and surface is a very important
factor contributing to the stability of a ligand receptor complex. In this communication we
try to answer the following questions: What is the influence of conformation on the surface
area? Do ligands maximize their contact surface with the receptor to increase stability of the
complex?
Keywords: Solvent accessible surface; Enzymes; Active sites; Peptides; Receptors; Conforma-
tion; Monte Carlo calculations; Hydrogen bonds; Hydrophobic interactions.

For many small medicinal molecules the three-dimensional structure of the
drug target is unknown. This is why the popularity of software tools for de
novo design in the absence of information on receptor and predictive
model of building of ligands are becoming popular in virtual screening1,2.

Many attempts have been made to predict the binding conformation of
ligands in the active site of enzymes. Major consideration when predicting
the docked conformation of a molecule is optimization of the common
physicochemical interaction parameters between the receptor and the drug
– hydrogen bonding, electrostatic interactions, van der Waals interactions –
while changing orientation and position and sometimes dihedral angles of
the ligand3–6.

Recently a number of articles have described the energetics and conform-
ational reorganization of small molecules when binding proteins7–9. Small
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molecules per se do not bind in their lowest-energy conformation but they
change their conformation in a way to optimize hydrogen bonding interac-
tions with the protein7 or hydrophobic interactions by extending their con-
formation9. It is generally recognized that the size of the contact surface
between the ligand and receptor is very important for the stabilization of
the ligand conformation in the binding pocket10–14. For instance, peptide
ligands are known to bind often in extended conformations15. In this com-
munication we report on our efforts to search for a correlation between
solvent-accessible surface (or more precisely, the contact surface between the
ligand and receptor) and the bound conformation of a ligand to a receptor.

This study originated from the following question. If we want to generate
a conformational database of potential medicinal compounds, can we limit
the number of conformations by some method? For instance, to keep only
the conformations with a maximal solvent-accessible surface, assuming
that molecules bind in their extended conformations.

EXPERIMENTAL

Experimental Data

Coordinates of the complexes were obtained from the Protein Data Bank (PDB)16. The recep-
tor and ligand type of a first set of complexes are listed in Table I. The ligand structures are
shown in Fig. 1. Water molecules were removed from the PDB file. Hydrogen atoms were re-
moved if present. Counter-ions and other ligands were treated as being parts of the receptor.
If more ligand conformations were present in the PDB file, the first conformation (not nec-
essarily the most stable) was arbitrarily taken for the calculations. The ligand molecule was
separated from the receptor to perform the calculations on the ligand in its bound confor-
mation, with receptor omitted.

Conformational Search

A Monte Carlo conformational search within the modeling program Macromodel17 was con-
ducted by varying dihedral angles of the ligand randomly18. The maximum number of con-
formations was set to 5000. Structures were first energy-minimized in the Amber* force
field19. A distance-dependent dielectric permittivity is used with an electrostatic cutoff dis-
tance of 12 Å. In the iterative conformational search the program applies random torsional
rotations and performs energy minimization. The energy range for stored structures was set
to 50 kJ/mol, which means that if the energy of every new conformation has fallen within
50 kJ/mol of the current global minimum, it is kept, otherwise rejected. The final conforma-
tion is compared with the set of structures already found, and stored if it is not a duplicate.
The number of duplicates is also stored. The conformational search was performed twice:
the first without solvent and the second with a water continuum as solvent20. The number
of different conformations found is indicated in Table I.
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TABLE I
Receptor ligand complexes selected from literature

PDB
identifi-
cation

Receptor
type

Ligand
type

Ligand na

Number of
conformations

Ref.

vacuumb H2Oc

11ba ribonuclease nucleotide uridylyl(2′5′) adenosine 39 715 2221 28

1brnd ribonuclease nucleotide d(CGAC) 63 76 582 29

1dbj antibody antigen steroid 21 11 11 30

1ep4 HIV RT nnrti S-1153 29 4760 4771 31

1epl hydrolase peptide peptide of 6 amino acids 58 187 306 32

1fmn RNA aptamer flavin mononucleotide 31 372 2040 33

1g3u TMP kinase nucleotide thymidine monophosphate 21 404 500 34

1g3xe DNA peptide acridine-peptide 48 375 1116 35

1heff protease peptide HEF 48 585 1386 36

1hegf protease peptide HEG 41 669 1614 36

1jtl DNA minor groove
binder

distamycin 35 4629 754 37

1koc RNA peptide arginine 12 280 699 38

1nemg RNA aminoglycoside neoB 44 1263 1390 39

1ola protein (OppA) peptide VKPG 28 353 4934 40

1ppc hydrolase inhibitor NAPAP 37 1763 3148 41

1qd3g RNA (TAR) aminoglycoside NeoB 42 701 1088 42

1qs4 integrase inhibitor 5ClTEP 20 29 23 43

1raw RNA nucleotide AMP 23 400 1323 44

1rnb ribonuclease nucleotide d(GC) 38 755 3248 45

261d DNA minor groove
binder

netropsin 31 4485 202 46

2er6 hydrolase peptide H-256 65 112 269 47

2r04 coat protein antiviral w71 25 4790 4731 48

2tob RNA aminoglycoside tobramycin 32 847 920 49

3cpa hydrolase peptide Gly-Tyr 17 128 305 50

4sga hydrolase peptide tetrapeptide 34 2262 3288 51

5tln hydrolase peptide hydroxamic acid inhibitor 23 2837 3270 52

9icd oxidoreductase nucleotide NADP 27 1252 1840 53

a Number of ligand non-hydrogen atoms. b The number of clusters found in the conform-
ational search with the solvent set to vacuum. c The number of different conformations
found in water solvent. d Incomplete ligand X-ray structure, 3 arginine side-chains missing.
e Incomplete ligand X-ray structure, C residue missing. f Biological dimer of polymerase re-
constructed. g The same ligand, but different conformation.



Solvent-Accessible Surface and Geometric Extent

Two methods were used to calculate the degree of extension of small molecules.
The first method calculates the solvent-accessible surface (SAS) as defined by Richards21,

for every conformation of all ligands using DMS 22. A probe of 1.4 Å, rolling on the surface
was used in the calculations. The SAS results were subdivided into following contributions:
polar atoms P, N, O; hydrophobic atoms C, F, Br, Cl, I, and S 23.

The second method calculates the degree of extension (EXT) of small molecules as the
sum of pairwise interatomic distances of bonded atoms in the molecule divided by the total
number of bonds. For every conformation, one value defining the extent of the conforma-
tion is obtained9.

For every receptor ligand complex, the calculated solvent-accessible surface values are
plotted against their geometric extent value and the SAS (EXT) values for the X-ray con-
formation are indicated on the plot (Figs 2 and 3). Smooth curves were calculated using the
local polynomial regression package Loess24. All results were plotted using Gnuplot25.

RESULTS AND DISCUSSION

Solvent-Accessible Surface and Extendedness

For every conformation output by the conformational search on the ligand
structures in Fig. 1, the polar and hydrophobic SAS is plotted against the
geometric extent of that conformation for conformational searches per-
formed in a vacuum environment (Fig. 2) and in a water environment
(Fig. 3). As expected, in many cases we see a correlation between the solvent-
accessible surface (SAS) and the geometric extent (EXT). Also, the reader
can verify that several X-ray conformations (indicated by the X symbols in
Figs 2 and 3) are often found at the top right of the graphs, confirming our
hypothesis that the X-ray conformation has often a high SAS and EXT.
However, this hypothesis does not always fit the reality and the relation-
ship is not uniformly straightforward.

Solvent Environment in the Conformational Search Procedure

The parameters used in the conformational search procedure clearly influ-
ence the outcome of the search. In the vacuum simulation the number of
conformational clusters found is smaller than in the water simulations
(Table I). Exceptions are 1jtl, 261d and 2r04, all being long molecules. A
first observation is that the conformational distribution (as a function of
the extent) is in most cases broader in the water simulations (Fig. 3) than in
the vacuum simulations (Fig. 2) and shifts to larger EXT values. The solva-
tion of the molecule in water environment improves the conformational
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FIG. 1
Ligand structures from protein databank files in Table I. The structures are labeled by the PDB
identification code. Phenyl groups are not drawn but replaced by ‘Ph’
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range and shifts the distribution to the right. This is probably a conse-
quence of a damping of the electrostatic interactions by water environ-
ment, smoothing out electrostatic attraction and repulsion of intra-
molecular groups, which eventually increases the number of favorable con-
formations. A second observation made is that the experimental X-ray con-
formations depicted on the graphs (symbols X) of the vacuum simulations
often fall outside the range on the right side (Fig. 2). This means that the
X-ray conformations are very extended. Going to the water plots in Fig. 3
the reader can verify that the X-ray structures are covered by most confor-
mations found in the simulations. An exception is 261d, which is not
found by the conformational search in water, but is found in the vacuum
conformational search. We may conclude that searching conformational
space using only a non-polar environment (vacuum) is inferior to a search
in water environment for ligands having both polar and hydrophobic area.
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Solvent-Accessible Surface and Geometric Extent

In Fig. 3 we see a clear increase in accessible surface when extending the
molecules, but some of the X-ray conformation parameters plotted, clearly
show that the ligands do not preferentially bind in their most extended
conformation. Not all curves in Fig. 3 have a smooth increasing curvature.
There are many exceptions like the less flexible ligand (1dbj), see Fig. 1.
Also less clear are some nucleotides (1g3u) and others like 1jtl and 1koc.
The curves of 1hef and 1heg, which are HIV-1 protease peptide inhibitors,
do show the expected pattern, with the X-ray conformation at the high end
of the curves. It is well established that peptide mimetics, are binding in
the active site in an extended conformation26.

In other cases either the polar or hydrophobic SAS component decreases
while the other one is constant or even increases: 1g3u, 1raw, 1qs4. Entries
1nem and 1qd3 contain the same ligand neomycin B in a different confor-
mation. The 1nem ligand conformation has a higher hydrophobic SAS
(227 Å2) than 1qd3 (209 Å2) but a lower polar component (222 and 230 Å2,
respectively). The curves of 1qd3/1nem do not show a good discriminat-
ing effect. Figure 3 shows a slight increase in the polar component of the
solvent-accessible surface when extending the molecule. The hydrophobic
accessible surface is smaller and changes are small. An explanation for this
may be that 19 of 42 non-hydrogen atoms are defined as polar atoms, lying
at the surface of the molecule, while the hydrophobic atoms (carbon) are
more in the interior of the ligand molecule (Fig. 1). However, the 1nem (#)
and 1qd3 (X) ligand conformations show a geometric extent and accessible
molecular surface, which are not maximal, and not comparable with each
other (Fig. 3). This means that the ligand in this example clearly does not
seek maximal extension or contact surface with the receptor.

An interesting approach is the construction of a composite binding
pocket (CBP)27. Here the authors superimpose existing RT inhibitor X-ray
structures onto each other and calculate an overall molecular surface. This
surface is then colored to reflect hydrophobic regions and H-bond possibili-
ties. This CBP pocket could then be used for further analysis and design of
new compounds maximizing the contact surface or improving certain in-
teractions. This approach might be a useful starting point for new inhibitor
design. It is based on similar ideas as presented here, i.e. that optimizing
contact surface would lead to a better inhibitor.
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CONCLUSIONS

This analysis reveals the difficulty of carrying out predictive studies for the
binding of ligands to receptors and enzymes. It sounds logic that optimiz-
ing and increasing surface complementarity between the low-energy con-
formation of a ligand and the receptor or active site will lead to more
potent compounds. Calculation of SAS will certainly help in this selection
procedure. However, this can only be successfully carried out (resulting in
a clear structure-activity relationship) using a well-defined series of struc-
turally related molecules, which were tested in calibrated conditions. Too
many other parameters are involved in the formation of a stable complex,
not at least, dynamic factors that are difficult to generalize.

ABBREVIATIONS AND SYMBOLS

5ClTEP 1-(5-chloroindol-3-yl)-3-hydroxy-3-(2H-tetrazol-5-yl)propen-1-one (Fig. 1, 1qs4)
AMP adenosine monophosphate (Fig. 1, 1raw)
DMS “Distributed MS”, a version of the solvent-accessible surface computation

program
DNA deoxyribonucleic acid
d(GC) short DNA chain with guanine and cytosine bases (Fig. 1, 1rnb)
d(CGAC) short DNA chain (Fig. 1, 1brn)
EXT geometric extent
H-256 Pro-Thr-Glu-Phe-Phe-Arg-Glu peptide (Fig. 1, 2er6)
HEF Ala-Ala-Phe-Ohe-Phe-Val-Val-OMe peptide (Fig. 1, 1hef)
HEG Ala-Ala-Phe-Ohe-Gly-Val-Val-OMe peptide (Fig. 1, 1heg)
HIV human immunodeficiency virus
NADP nicotinamide-adenine-dinucleotide phosphate (Fig. 1, 9icd)
NAPAP 1-{N2-[N-(naphthalene-2-sulfonyl)glycyl]-4-carbamimidoylphenylalanyl}piperidine

(Fig. 1, 1ppc)
NeoB Neomycin B (Fig. 1, 1qd3)
OppA oligopeptide binding protein
PDB protein data bank
RNA ribonucleic acid
RT reverse transcriptase
S-1153 {5-[(3,5-dichlorophenyl)sulfanyl]-4-isopropyl-1-(pyridin-4-ylmethyl)-1H-imidazol-

2-yl}methyl carbamate (Fig. 1, 1ep4)
SAS solvent accessible surface
TAR trans-activation-response element
TMP thymidine monophosphate (Fig. 1, 1g3u)
VKPG Val-Lys-Pro-Gly peptide (Fig. 1, 1ola)
w71 5-{7-[4-(4,5-dihydrooxazol-2-yl)phenoxy]heptyl}-3-methylisoxazole (Fig. 1, 2r04)
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